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AIWi’l<ACT

“1’he  Wide-I’icld Infrared i~xplorcr  (WI f{l~) is a cryogcr]ically-cooled spaccbomc tclescopc dcsip,ned to
StUC!y the evolution of sta!burst  galaxies. Schcclutcd for a Scptcmbcr  1998 launch as NASA’s fifth Small
}Lxljlorcr  nlissio[l,  WIILl~  will employ a 30 c[n apc[[urc Ritcllcy-Chrcticrl tclcscopc to irnagc a 33 by 33
arcx~linutc field Siml]ltiimxrusly  onto two Si:As 11111 detector arrays covering, broad bands ccntwed at 12 and
25 rll~crorls, A !hrcc.lJap, s:rr;rcj’ ~trat~p,y ca]]s for nlcKJcT:l:c-dcptl]  (about  ! 5 rninutcs total iritcgratioil tiilic),

dcci) (3-6 hours), and ultl-a-deep (24 I1OUIS)  fields. I;or the cicci) fields, ilundrccis ofbackglound-limited
exposures wiii tsc rccordcd by the Wit<Ii  instrument over many orbits, and rcctiticd,  rcgistcrcd, and
combined on tbe ground. l’hc sensitivity oftbcse  finai imap,es wili bc limited by source confusion and is
cxpectcd  to bc less ti]an 0.4 nlJy (S-sigma) at 2S microns. l’hc WIRIt  Irnagc Simulator is being devc]opcd
to sirnulatc the exposures sent down from the spacecraft as closely as possible, including the effects of
difliac{ion, background noise, source confusion, stray light, detector array characteristics, spacecraft j it[cr
and roll, and otbcrs. Wc dcscribc the dc.sign and irnplcmcntation  ofthc  simulator, with particular cmpi~asis
on tile g,cncra!ion ofpoint-spr-cad  functions. l’hc simulator is written in C for usc on Unix workstatiorls,  and
wc assess its performance. Sarnplc raw and cornbincd images arc displayed, and the image processing steps
arc out Iincd. The m.cs of the simulator to verify that mission rcquircmnts  are met, to opt imizc observing
s[ratcgy, and to test data analysis techniques arc also dcscribcd.

1 .  lN1’ROI)UC1’ION

l’hc Wide-1’icld Inf[arcd 11xplorcr1s23040s (WII<il)  is a cryogc]lically-cooled infrared spaceborne tclcscopc intcodcd to s[udy tllc
evolution of starburst  galaxies and to scarci~ for protop,alaxics.  It \vill conduct a deep sut vcy of the faint infrared sky by
recording rei)eatcd images taken at 25 pm and 12 pm. 1 iundrccls  of these images will bc rcgistcrcd and cornbincd in ground
processing. l“hc dccpcst of the resulting final irnagcs  will reach the “confusion limit”, rncaning that the noise in the  in)ages
Wil] result mainly  f[orn multitudes of faint, ovcr]apping  ga]axics.

“i’lm Wii{il Science image Simulator is dcsigncci to iwoducc  ima~,c data that mimics as closely as possible the imap,c data that
will bc rcturllcd by the WI R}; instrument. ‘1’hc simulator uscs the best available data on instrument paraructcrs  and our best
estimates of how the faint infrared sky will appear when viewed by WIIUi in its broadest sense, the simulation effort
encompasses scicncc rnodcling of, for example, starburst  galaxy cvolrrtion,  as well as elginccring  considerations such as
cictcctot- scltsitivities  or spacecraft jitter. I“hc sinmlator is the bridge between the WII{l~ primary scicncc and the data that
WIRll will record, and will bc continually updated not only in the time before [auncb,  but during and even aficr flight
operations.

I’hc purposes oftbc simulator arc:
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● l’rortucing test data fOr [hc data reduction pipc]inc
e l’roviding  a mans to cstirnatc survey sensitivity
● ljnabling nurncric.al “cxpcrirncnts”  to evaluate dIc cffccls  ofcharwcs  irl irls~rllrncnt Pararllctcrs or survey s[ralc~,y
● I’ropagrrting  scicncc models of the infrared sky tlu cmrll thc detection process, 10 determine the accuracy to

whict) kcy scicncc pararnctcrs  (such as evolution rates) can bc rncasurcd.

‘Ilic most si~,nificant  challcngc in simulating WIIU~ scicncc data lies irl properly n~odclir~g  (lIC corlflrsiorl  rloisc caused by high
number cfensitics of faint overlapping sources, while still efficiently prod  ucinp, tl~c hlmdrcds  or thotlsands  of incfividual fr arncs
that WIK1;  will record.

T’hc simulation effort is crucial to the succcss  of WJf<ll  bccausc  the mission will bc orlb four months  in duration. “1’krc  will
bc Iit[lc time to pu721c over problems once on-orbit opcrat  ions begin. I’his places a premium on understanding the WI RI;
data as flrlly as possible before launch.

2.  WIRE  llA(:KGROUNI)

WII<l~ was sclcctcd  as the fiflh in NASA’s series of Small 1~xplorc16 missions by a cornpctitivc  sclcc[ion process in Aup,ust
1994. The Small Ilxplorcr  (SMf ~X) program is managed by Cioddard Space Flight ~entcr  (G SIW).  WI RI{ was proposed in
199? by a tctiming partnership of the Jet l’repulsion laboratory (JI’I.),  California Institute of Technology, l’asadcna,
Ca]ifo]nia, and the Space I)ynarnics  1.ahoratory (S1)1  .), Utah State University, 1.op,an, LJtah. Wl}<li  is schcdulcd  for Launcli in
Scptcrl~bcr 1998, and began its dcvcloprncnt  phase in October 1995.

2.1 ‘1’hc WIRIt  mission

‘Ihc Wl}{l;  lt~ission consists of a 4-n~onth  survey in 25 and 12 prn infrared color bands at sensitivity levels bounded by tllc
tclcscopc’s 25 IIm confusion limit. “1’hc confusion limit is set by the density of the many faint, unresolved sources in the field
of vic~v ar}d tlIc resolving power of the telcscopc.  T’hc WIR[l sul-~rcy will dclcct primarily galaxies with unusually high star
f~)rlt]ation rates, known  as “starburst” galaxies, which crnit most of their energy in the far-infarcd. “1’hc nurnbcr ofthcsc  faint
sources at a given flux Icvcl depends on their as-yet-unhewn evolutionary rate.

I’hc objcctivc  of Wll<li is to answer the following three questions:

1. What fraction of the luminosity of (hc LJnivcrsc at a rcdshift of 0.5 and beyond is duc to starburst  galaxies?

2. I low fast and in what ways arc starburst  g,alaxics evolving?

-3. . Arc luminous protogalaxics common at rcdshifts  lCSS than 3?

‘1’hc WIRIL survey will cover over 100 dcg2 of sky and detect sources 200-500 tirncs fainter than the lRAS l;aint Source
Catalog,’ at 25 I(JN and 500-2000 times fainter at 12 pm. ‘f’hc resulting catalog, expected to contain at Icast 30,000 starburst
galaxies, will reveal their evolutionary history out to rcdshitls of O.5-l and the evolutionary history ofcxtrcmcly  luminous
p.alaxics beyond rcdsbifts  of 5. “1’his  will bc the first sip,nitlcant  p,alaxy survey to probe these rcdshifts at far- infare.d
wavclcrigtl]s  wl]crc extinction effects arc small arid where most of the luminosity of starburst  galaxies, and possibly of’the
LJnivcrsc, can be measured.

2.2 “1’IIc WIRE  instrument

I’hc WI tUi instrument is a cryogenically-cooled 30 cm Ritchcy-ChrLt ien telescope system that illuminates two 128x128
arsenic- doped silicon infrared detector arrays. A passive, two-slagc  solid hydrogen cryostat maintains the optics colder than
19 K and tllc dc(cctor  arrays below 7.5 K. ‘1’hc filled cryostat will contain about 4.5 kg of solid 112, which cor-r-csporlds  to
about S I kg of liquid helium. I’llc optical systcl]l  consists of the tclcscopc primary and secondary mirrors, a dichroic
bcamplittcr,  onc optical passband fihcr, and baffles. The two channels of the instrument cover broad bands ccntcrcd  near 12
~[n] and 25 ~(rn; tllc 25 pm band is the primary onc for detecting starburst  galaxies. lhe tclcscopc  focal length is 1.00 m, and
the detector array pixels measure 7S pm on each side, yicldinr, a 33x33 arcminutc  field of view in each passband. l“hc
angular sim ofthc  pixels projected onto the sky is 15.5 arcscconds.  lnfrarcd stimulators will bc available to briefly illuminate
the detector arrays for calibration purposes. I’bc instrument contains no moving park.



. .,,

2.3 SurWCy  and observing sfratcgy

‘1’hc \VII<I; survey will consist ofthrcc  parts. ‘1’he moderate-depth snrvcy is dCsigncd 10 nla~inlizc  the detection ofclistant
protop,alaxics.  (ioI% ofthc  survey time will bc spent on this surwy, covering hundrccis of squat-c dcgrccs,  with about Is
minutes total rxposurc time on each WI R}; fielcl. 30°/0 ofthc  survey time will bc spcrlt On the dCCp survey, with a [otal
intcp,lation  tinle of several hours pcr field, set by the pr)int at which confusion noise is equal to irmtrurncntal  noise.. ‘1’hc  goal
of this survey is to obtain a large sample with the largest Iookback  tirnc at a given luminosity,  which will require covering tens
of square dcgyccs to this depth, I;inally, the ultra-deep survey will usc about  10°/0  of tbc survey time early in lIIC mission to
obser vc a fcw WIRE fields for 24 hours or more total exposure tirnc, to measure the confusion limit.

l’o reach SUCII Iargc cumulative exposure times, Wll<I~  will use a s[arc-and-dither obscrvins tcchniquc.  I)uring  a tcn to fiftcml
minute orbit scg,mcnt when the target field is near the zenith, the instrument will record a mrmbcr ofshorl  (48 to 64 s)
cxpmurcs, each separated by a small SICW or “clithcr.” l’his tcchniquc  will allow cstirnation of inslrurncntal  offsets and diffuse
foreground mission so they may be removed from the data. Stimulator flash sequences maybe inserted for calibration. Ikcli
target field may be reacquired on subscqucn[  orbits to accumulate sufficient exposure time and to allow cictcction ofrr]ovinx
or var iablc sources.

3. I) ROCICSS  F1 ,OW

I’ip,urc  1 is a sitnplificd  dataflow diagram giving an overview of the Scicncc image Simulator. ‘1’hc items in closed boxes earl
bc lhou~hl ofas vc.rbs, while those in bctwccn horizontal lines alc nouns. Ilricfly,  the major steps in the simulation process
arc:

1. Scicncc models of ~,alaxics and stars arc used 10 p,cncratc sources for a WrIRl~  field

?, “Mc g,cncrated source fluxes arc convolved with the point spread functio]l  (l’S1;) and placed into a higll-
rcso]ution “truthirnagc”. A large nurnbcr  (> 200,000) ofgalaxics  arc placed in order to adequately rcprcscnt  ttlt.
confusion noise.

3. ‘1’hc twthimagc is sampled to create WIR1: fr-amcs,  each of which cor[csponds  to a single WI RI{ “exposure.”
Obscwing parameters (such as dither pattcrtls, number of frames per orbit segment, pointing errors, exposure
times, etc.) and instrument parameters (c. F,. dc.tector quantum efficiency and read noise, systcm transmission,
optical distortion) arc used to add approprifitc noise terms and other cicfccts.

“lhc in~plcnlcntation  ofthc  simulator will bc discussed in greater depth in the next section.

I’hc Wll{l; Scicncc  lmagc Simulator is not a single pro~,ram, bul is a collection ofprograrns  and associated data. ‘1’hc  co(ic is
written in ~ and ~+ {. ~“he main output is images in 1~1’1’S  format corresponding, to the detector array data WI RI; will record.
Intcrmcdiatc  files arc stored in AS~ll,  binary, or 1’1’1’S for[nat,  and include source lists, I’SF images, truthimagcs,  and other
irna~cs corlcspondirig  to various properties ofthc  WIKIi  inshm]cnt. We have rcccntly  bcg,un using a (2+ I l;l”l’S1O  library
rna(ic available by Allen I:an is of the Space ‘1’clcscopc Scicricc ]nstitutc, and arc ccmvcrting  all binary intcrnncdiatc files to
1~1’1’S fornlat  for gr-cater portability. ‘i’hc remainder of this section discusses each step of the simulation ill detail.

4.1 Source generation

Galaxy fluxes arc gcncratcd  from an empirical starburst  evolutiorl  model.s I’hc rnodcl  translates the local ]ut]linosity  functiou
for starburst  galaxies backward in time, optionally applying density or lun~inosity evolution, I’hc model gives the nun~bcr
density ofgalaxics  as a function of25  pm flux and rcdsllift. Irorrl  this 2-dinlcrlsiorlal  population function, sarllp[cs  arc drawn
randonlly usins a g,cncralimtion of the 1 -dirncnsional rejection tcctmiquc. 9 “1’hen, 12 pm fluxes for each source arc computed
using a color-luminosity relation’” derived from the lRAS llright Galaxy Sanlple. [l In this way, over 230,000 galaxy flux
pairs arc generated pcr WIRii frcld to be sirnulatcd.

Stars alc generated from a nlodc112 ofthc Milky Way based on lRAS data. l~or fields near the North Galactic POIC, typically
500 stal flLIX pairs arc generated per WIRII frcld,
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4.2 I’oiu[-s[)read  function generation

O[)tica] diillaction  and spacccra[ijit(cr  cffcck  arc modclmi  by a poi[}t spread finction  (1’S}’). Clmcntly  a sin~lc on-axis 1’S1’
is used for the rmtirc ticld of view. l“hc procedure for generating the system PSI; is described in general terms by the
followill~ slcps:

1. Calc(lla(c diffraction I’SE’s al a nunlbcr of intmne.diatc  wavclcn~,ths (e.g., every 0.5 pm witltin tllc passbancl).

2. (:alculate a total diffraction l)S1; as tllc weighted sum ofthcsc  l’S1:s. LJSC weights proportional to 115 in order to model
(to first order) the spectral characteristics ofthc  point sources ofintcrcst  (unresolved galaxies).

3. Calculate a Gaussian jitter 1’S}’ ofappropriatc  paralnctws (c.g,, crX = crY = 3 arcscc).  l’hc motion blur due to spacecraft
jitter is nlodcled by this 2-dirncnsional  Gaussian distribution. I]ascd on data characterizing the spacccr-aft  attitude control
systcn],  the ~laussian shape has been shown to bc appropriate for integration times of 8 s and 1ongcr[3.



4. (kmvolvc  the total diffraction l’S1; with the jit[cr 1’Sf’  to c)btain the systcm l’S1;.

lrl the WII{l~ simulator, diffraction l’S1;s  (step 1 ) can bc calculated cilhcr by conq)utin~ a standard analytic. forlnuIa14 for (IIC
I’SF ofa tcicscopc with a ccnt[al circular obscuration, or by I’c)llricr-trarlsforlllirlg  a 2-din~cnsionaI  function ]cprcsmtinp,  the
tclcscopc  aperture using a I~ast Fourier l’ransform  (f:l;’i’).  ‘1’hc  I’J”I’ has the advantage Ofallowing silnulation  ofthc  difl-[-action
mid by the trapczoida]  obstructions duc to the stru[s  (hat support ttlc sccorldary mirror.  TWO irnplcrncntations  ofthc  F’IF’I’
arc available: a mixed-ractix (8-4-2) l~lrl’  15 and a radix-2 pruned 1;1;’1”6. l’hc J~I~’I’  rncthods of diffraction PSF computation
n]ay bc used for aperture shapes for which analytical formulas arc Unavailatdc. The st[”uts  supporting the secondary rnirlor  are
SUCIL  an obscuration. I’hc  1’S1;s  arc crcatcd as follows, based on a n~axirnurn aperture pixel si?.c, WflJ,,l,  m,ax,  clloscn to be

sufiwicnt]y  small to represent (I1C size of the apcr[urc fca(urcs of interest and to avoid “staircase” effects in the drawing of the
apcilurc  (actually the exit pupil).

2,

3.

4.

5.
6.

-1.

8,

9.
1(I
11

I)ctcrlninc N , the Icngtb ofthc l;}:”l’ required to arrive at the PSI; pixel size desired.
f-aN =: - ‘ - ---E’ax —- , rounded up to the ncxI hi@cr power of 2, and where

lvp,x(,,  . w“,,,, ,n,al

j’: focal length  (in meters), and
}{)p,t ~, =. width ofa (square) pixel (in meters).

I:or each 1 chosen across the passband  do lhc following,:

lJctcr[rlinc tbc size ofapcrlurc  pixel, \i’O[,,l ,
.fi

required to alrivc at the desired l’S1; pixel size: w :0[1[ < ,{,,,,,<,,  AI

CXeck that the aperture is at Icast critically sampled. Otl~er wise the l;l:l’ computation will ~ivc incorrect results duc
to aliasing of frequency components.
[)ctcrminc vcrticcs  ofthc  tr-apcz.oids rcprcscnting  the strut obstructions.
l;or each apcrlurc  row define a set of intervals based on Illc intersections of the row and ttlc objects (trapezoids and
two circles) rcprcscntillg  the apcr-lure.
I’r unc the intervals down to a minimal set of intervals dc.sc.ribing,  cacb row. I:or proper normalization calculate tbc
numerical aperture, A, as the SLIII) of all the intervals describing the apcr[rrrc.
I;or each row:
a) load the real part of clcrncnts  of an iV-clcrncnt  complex-valued buffer with 1 if it is inside the interval. I,oad

it with O if it more than a pixel away from the cd~,c of an interval. I,oad it with the square-root ofthc
overlapped distance ifthcrc  is an overlap.

b) Perform the l-dirncnsional F1;’I’  ofthc contents ofthc  I’f”J’  buft’cr.
c) Unload the on-grid portion of the bufTcr back iltto the array rcprcscnt  ing the optical transfer f[]nctiorl (O1’l;).

If desired for dcbug,g,ing purposes, keep track oftllc  off-grid cncr.gy by maintaining a sum oft h e  n~a2,nitudc-
squared values of the other elements of the bumcr.

I )0 the same for the columns of row-transformed pupil flmction.
Normalize tl)c 01”1: irnagc by dividing by N2A.
~ornputc (I]c  l’S1: as the rnap,r]itudc-squared  value ofcach  cornplcx  0“1’}: value.

‘1’llc pruned J: I’”l’  takes advantage ofthc  many zeroes required ir) this computation if a high-resolution 1’SF’  is desired. Using a
Iargc N for tl]c transform is a rncthod  of fast “sine” interpolation. “[’tic pruned FIT1’  routine used for the WIRIj sinlulation is
modified from the pruned N“l’ algorithm dcscribcd in ref. 16. Ra[hcr than output-pruning the so-called ncp,ativc frcqurmcics,
the high frcqucncics were prunccl.

“1’hc  pruned 1’1”1’ routines pcrforin a radix-2 1’171’,  however, and the savings in uncornpu[cd multiplies by z.cro in soruc cases do
not offset the advantages on sornc computer architectures ofthc  8-4-2 1;171’ routine. I’hc mixed-radix routine allows the
nurnbct  of’(butterfly” stages to bc rcduccd  relative to the radix-2 implementation, and cacb butterfly corrrputation  is more
substantial. I’his  eliminates some overhead duc to loop counters and allows compilers to do a better job of instruction
scheduling.

“1’hc convolution oftl]c  diffraction PSF with the spacecraft pointin~,jittcr  is implcmcntcd  in two ways in the WII<I1  simulator.
Initially a direct in)p[cmcntation  of the convolution according to the dctinition was clcvclopcd. l“hc cornpubdtiol] ti{nc required



by [his slcp was VCIY  Ctcpcndcnt cm the si~.c of thejit[ci- 1’S1’ ar[ay . l~ast convolution was itnplcmcntcd  by pcrforlilin~ tIIc
convo]u[ion in tllc frequency domain as

IW’;y,,<,n)  ~ -JY’T[W-’  (Ps’}’:,flr,,c,,(),, ) x }’Y’’7’-  ‘ (/’s’/’;,,,,, )]
l’his mcthorl  ofconvo]ution  is much faster for the parameters required for thc  WII<I{  sinlu]ation  (SCC section 5.?.). III addi[ion,
fast convolution is more accurate than direct convolution duc to (IIC balanced strllctllrc of the lFlrl’-bascd computatiolm (with
direct convolution small numbers arc added to relatively large nunlbcrs more oflcn).

I)cvcloJmlcnt  ofrnultiplc  in~plemcntations for both Ihc diffraction l’S1;  generation and convolution has pr-ovidcd  opportunities
to cross-check the calculations. ]nsistcncc  upon agyccmcrlt ofthc  results using the different rncthods  has helped avoid the
sub[lc  bu~,s that can easily crccp irl (o a complex cornpulcr prog]arn.

4.3 Source placement

SourccS arc placed into high-resolution “truthirnagcs”  usinc the source lists and the l’S1; for each passband.  l:irst, a random
positiol~ in the tluthirnagc  is gcncratcd for each source. Second, tllc l’S1; is multiplied by a scale factor cor-resprmdinp,  with tllc
flux cicl~sity of the source. ‘1’hircl,  tllc l’S1; irna~c is binned to thr t] uthirnagc pixel scale. ‘1’hc l’S1; image has 4x4 pixels pcr
tr uthirnagc pixel, which allows placcmcnt of the ccntcr  of each source to 1/4 of a truthirnagc  pixel  in x and Y. l;inally, the
scaled and binucd PSF is added to the truthimagc.  l;ach truthirnagc has 8x8 pixels pcr WIRI1  pixel, so the final accuracy of
source placcll~cnt is 1/32 ofa W’ll{l; pixel in x and y.

Sollrccs bl i~t}tcr than a certain llL]x density cutrrft-(including all s!ars and galaxies that will bc dctcctablc as discrete SOL UCCS)
arc placc{l into the Iruthimagcs  wsirlg  the full 1280x] 280 ]’Sf: imag,c. I’o save computation tinlc,  ali sources fainter tl)an the
cu[offa]e  placed into the trwthi[nap,cs  using only the cel)tral 160x160 portion ofthc  I’St; images.

4.4 ObsrrviIig  parameter generation

‘1’llc obscr-vinf;  paranlcters  specify the crricntation  ofthc  focal J>lane on the sky for each image, the amplitude oftimc-varying
components of tllc background (such as stray Iigllt) for each imap,c, and the location and brightness ofstirt~ulator  flashes. A
“(iitlm[ pat[er[]” spccifles  tbc commanded small slews bctwccn cac.b fran]c of an orbit segment. Small pointirl~ cr[ors  arc
added to the c.omrnandcd SICWS. I\orcsight angle variations arc also rnodclcd by small random changes from frame to frarnc.
“1’hc  pointing en ors may accumulate from frarnc to frarnc over each orbit scgrncnt, or may bc chosen to be indcpcndcnt of
each dither. each observing scg,mcnt. I’he amplitude oftimc-varying  bakcground  components can vary Iincarly over each
obscl ving scglncnt, with a random crl-or added if desired.

4.5 I’toduction  of WIRK images

l’hc tr Lrthilnagcs and observing paraructcrs  arc used to gcncratc  simulated WIR1; in~ag,cs. ‘1’hc truthirnagc  is rcsarnplcd based
on ttlc positior)  errors in the observing parameter file, and the optical distortion. Optical distortion characterizes the change in
irnagc }Icigllt with off-axis angle relative to tllc paraxial  approximation. It is characterized by a file giving the coordinates of
detector vcr[iccs in object space. l’hc file is c.ur[cntly p,cncratcd by curve-fitting to data points output by the. optical clc.sign
pro~,raltl.  O[)tical  distortion and changes in boresip)lt or roll angle arc included in the mapping to Wlf{l; pixels, as spccificd
in tllc obscr ving, parameter file. ‘1’tlc  truth images  arc periodic; th:it is, sources arc placed so that the Icfl cclgc matches the right
edge, and toll nlatchcs  the bottom, so tllal pointing ofkcts  (hat cause part of a frame 10 fall Oft”tl]c  truth images can bc
accomodatcd  via periodic sampling.

Aflcr rcsampling  the truthirnagc  to the WIRIL scale, backgrounds, read noise, dark current, bad pixels, and response variations
alc added. A stray lip)jt pattcrll is scaled according to the obser-vill~ parameters and actdcd in as well. “1’hc final output of the
simulator corlsists of Wll{ll fi-alncs in l;l”l’S forlnat,

S. S’1’AI’LJS  ANI)  lWRFORMANC1;

5.1 Current features

l’able I sutnmarizcs  the major simulation features that have been irnplcmcntcd to date. Most ofthcsc  features have been
dcscl ibcd in section 4.



7h/)le I: SittlulcitoI features ittlplctttcntcd to da[e

I)cscriytiorl

““Ori~i;lal  25 ilm sinmlaticm, p,alaxics o n l y
Speed-up of truth image generation
lmpmvcd on-axis 1’S1’ moctcl (including difl-rac[ion  from vanes)
‘Iwo-color simulation includin~l stars
Stray Iipld pattern and time variability
l:ast convolution forjittcr  convolution
l’runcd-l:l:’l’  code to speed up diffraction calculation
Included distortion and roll into the simulation
lrnplcrncn[cd more flexible ditt[cr  pa(tcrns
I’ixcl-to-pixel rcspoJMc  variations
I)ctcctor  nonlinearity (quadratic)
I)cad pixc]s
I)ark currcn(  frarncs
Optics transmission vs. position in focal plane
Stimulators

S.2 ltxccution  time

70 Ml 1?. Sun Ultra S1’AJ<C with I ?8 Mb of f{ AM, ‘1’hc  code was
vith optilniza(ions  sclcctcd  by - fast ‘1’hc difl-raction  calculation was

1’S}’ ~,cnc[a[ion benchmarks WC(-C run on an unloaded
col]lpilcd witli the Apo:,cc  0 + compiler, version 3.1,
pcl forjneci at increments of 0.5 pm resulting, in twelve ditliaction  l’Sf~ anay  calculations fc)t each passband.  l’or the 12 prn
imsband  the apcrturt  wm (! Csciibtd  v;~dl pixels no lar~,cr than 36 dots per-inch (dpi); for the 25 pm bmd 72 ctpi was used,
Alonp, wi(h cuncnt  \VI1{I;  specifications this resulted in a t[ansforln size of32,768  in botl] cases. Althou~,ll  the formula
method dots not rnodcl  [ii fi-raction from the struts, it was also included for refcrcncc.  ~ornputing the 12 ~(n] PSF over a
1280xI 280 g[ id took 375 s, 725 s, and 540 s for the formula, mixed-radix FF’’I’,  and pruncci 1’1’’1’,  rcspcctivc]y.  Chnputing  ttw
25 pm PSF over a 1280x 1280 grid took 375 s, 1632 s, and 1186 s for the formula, mixed-radix 1’1’”1’, and pruned F1’’l’. In
be(l) cases the pruned l’l;l’ method is about 25’+to  fas[cr  than the lnixed-radix  ITT  method.

Wlvm [hc ccntra] 160x 160 portion alone is computed, the formula method scales by a factor of 12802/1 602 = 64 to give a tirm:
of6 s. Ncithe.r 1~1~1’ mctllod scales down by SLICI)  a Iargc factor since the transform size is frxcd, but the pruned Flyl’ speed
dots improve relative to the mixed-radix 1~}~”1’. ~omputing the 1 ? pm l’S1: over a 160x 160 grid took 370 s for the nlixcd-
radix nmthod  compared to 175 s for the pruned I~F1’ method. For the 25 pm I’SF the times were 840 s and 295 S. ‘1’hc prunccl
1~1~’1’  method outperforms the mixed-radix method by factors of? to 3.

[’or the current sirnulat ion parameters a 59x59 array represent inf, the j ittcr 1’S1’  is required to obtain good accuracy for the
final 1’SF using direct convolution. ‘1’o convolve this with the 1 ?80x1280  diffraction PSI; image requires 5 Is s for the dirxzt
method. ‘1’lm same conlputation  requires 70 s and 90 s using the mixed-raclix  I:lyl’ and pruried  1:1:’1’  COCIC,  rcspcctivcly.

‘1’IIc  rctllaindcr  of tllc simulation code is Icss memory- and ~P[J-illtcl)sivc,  and benchmarks wrxc run orl a 90 MI 17, Pc[itium
[~crsol)iil cornilutcr  tLIIII)ill~  tllc 1,inux operating systcrn  and containing 32 Mb cjf RAM and S[.1S1-1[  internal hard drives.
l;xccution  times for various portions of the simulation were:

● l;or source generation of239,000  flux density pairs: 2 rnirrutcs.

● l’or soutcc placcnlcnt  of all stars and galaxies into both 12 pm and 2,5 pm truthinlap,cs:  4 I minutes. ‘1’tlis tinlc is roughly
evenly split between placin~ -4,000 bright sources with the full 1280x 1280 PSIJ, ancl [tic remainder with the centlal
160x1 60 portion of the PSF.

● l’or observing parameter generation: a few seconds.

● l~or WI RI; imap,c generation: 2. I seconds/in~agc when distortion and roll jitter arc sirilulatcd; otherwise a faster
illl]>lcjl~crjtatiorl nlay bc used, with a time of O.35 sccondslimar,c.
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5..3 lIII;i~C l)roccssili~ Stcl)s

II II<![l,(’ llloC’C’SSlll~, al)d da[a [L’d  LIC’[1{111 a[L’  110( a Ilal”[  0[ [llt’ Sllllllld[lol], [)(1[ I\ ’(’ Oll[lillc Illc S(c’ps  IIL’IL>  Ii)l L’(lll[L’\[  I“ol L’<icll

LJ[mtlvitlp, scfgncn[.  a  back~,foulld im:i~,c I S  loIII)cd I’rom [he Il]c(li;ill  ofltlc WII{U fIamcs. ‘1’llis  txickyoutld i s  sul)l Iac[cd fIonl

,L!, :L II II IMy,L’  ill [!Ir SC:, III L’111. ‘hi:’\[,  p{~\ilILJII.~i  (Jf!’:lLIl\ aIc dclctmitlcci bai:’d ()!1 col II II Iul I s o u r c e s  ill [itc ilnayc> “] ]!,’.: .f!’>:’[<

dl(’ Il\(’(\ [0 lC~,iSIC[ [[1(’ lIlla~,L’S  (111[() d ~,1 Id Ii 1[1) ?h? i)lXC[\ [)C[” \\ ’[ f<f~ PIXCI, a n d  dlc il!la~,CS alC’ C(ladd C&

5.4 Sampic Oll[pul

I’I:I,LIIC ? slIows  sat]lplc 1 ? }Irn and ?5 ~lrn fiamcs a s  p,vIIcratcd by IIIC  sill) ulalol. ‘1’hcsc inl:ip,cs  IcprescI)[  a  sIII~,lc  48-sI:coIId
\l’ll{l: exposure. 1 he da[k spols si[!nify  rcla[ivcly hrip,ll[ (sevcval IL’IIS of [nJy) SOIIIC(’S. Sou Iccs thal afc tIluclI Ill ip,ll[c[ ill [Ilt’
I ? iIllI ~t]al~lle[ alc s[a[s,  at]d IIlosc tlla[ show up INOIC rc’adily in llw Olllcl channel replescnl  y,alaxics “1 IIC t)oisc is domIIIa(rd

by ifls([ulnclllal  noise (Inziinly slIol noise flo]n tllr infl?llcd tmckf:lound),  and is i[]dcpclldct~t frt)l]l pIxcl to pixel

l; Iy,IIIC 3 S11OWS coadclc(i data for a ciecp flame. “1’hesc  iinagcs  rcprcscn[ a total of3 hotlrs ofcu(l)ulalivc  cxlmsu[c linl(, and

IJCIC  fOI-II)Cd  by proccssi[l:, 225 individual  simLllalccl  Wlf{l[ ffan]cs acco[ding to lhc ploccciulc clcsclibc(i III scclion 5.3.

1 lundtds of cliscrc[c sources arc visible. “1’he  Pain(cst 2.5 pm SOUICCS  have flux densities of around 0.5 I]iJy. ‘1’tlc lIIIII~Iy
Imckp,toond  in the itna~)cs  is tllc cot~fllsiot~  noise caused by mul[i[ucics  of still faintct, ovcllapping ~,alaxies ‘1’l]is noisr
ct)[llp(lncllt  sets lIIC ulti[na[c

5.5 l~ur(llcl” fc’allll”rs

illlil [() WI I{IU sc[lsitivi[y$ :is HO inclt’aw in illlcf,ration  time can lt’ducc i(

A [IuItI[wI  of fcalutcs  aIc platmcd for fuIu I-c incor[mralion inlo IIIC WI RI. Scictlcc IIua!,c Siululato-.

lt!~(lrcd (~irt us: “1’lIc wispy, filamentary emission from Cialac[ic dust clouds will bc taken flom IRAS data and added to the
sitllulatcd tmtllima~,cs,

~(x//cIca/ liglt[ vatI(IIIot/ I;mlssiul}  fIotll tl)c zodiacal dust cloud is tile dolllit]ant  cotlt[it>u[ol  10 tllc l~ack~,[oulld [Ila(  M’II{E
will ohcrvc. “1’his  background will c.llan~,e for a given talgcl Iicld with solar elonp,aliorl ar]~le.

Rodiafim  /lift: [;ncrg,ctic particles rllay Sa[ut-a[e  W/[I<I{  cictcclor fir I ay [)ixcls, and could clcvatc dark CUI ICI](  for a shol-t time.

/i’/tl/w’dl(l  (’ Chlg[’.%: Small chan~,es  in detector [empctatulc could cause Iargc variations ill detector da[k cullcnt. ‘1’hcsc
variations ale cur[cntly  cxpcclcd 10 bc snla!l.
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artifacts that ale expected to be present in the WIIU1 data. Analysis of sinlulatcd data is being Used to StUdY the illlpac[ of a
nun~bcr ofparamctcrs  on tlIc Wll{ll data.

8. A~KNO\Vl  ,I{DGMItN’1’S

A number of people have providccl  c~-itical  input  to the simulation cffor[, including  John KCIIIP,  I~OY ~@lin,  Mchrdad  Rrrosta,
John Staudcr, and Steve “1’urcol[c (Space Ilynamics  I,ab/Ulah  State LJniv.); I)avc J~liiot4  Nick  Gauticr, and I)avid  I lcndcrson
(JI’1  ,); ‘1’CII’Y  1 Icr[cr  (Cornell); and Roger Chcn,  Mike I:cnnell, and 1 Iarvcy  MOSCICY  (Goddard Space Plight ~cntcr). WC arc
especially p~atcful to ‘1’inl Contow and Gene Kopan (I PAUJPI.  ) for assistance and advice about data reduction and crcnv(icd-
ficld photomctl-y.  Wc thank Michael R. Smith  ofthc  University of (:alcary for shal ing his c version of the prunecl 1’17’1’
routine, and SCOII  1{. Budge of LJtah State University for sharinp,  his ~ translation of a FOR1’RAN  mixed-radix f:l;’l’ routine.

‘1’hc work dcscribcd irr this paper was car[-icd out by the Jet Propulsion I,aboratory,  ~alifornia  Institute of ‘1’cchnology,
Pasadena, ~alifornia  under a contract with the National Aeronautics and Space Administration. Portions of this work were
sul)pol  tcd ulldcr the Space Ilynarnics  1.aboratory/Utah State University subcontract 959786 with the Califbr-nia Institute of
‘1’ccllnolo?,y  Jet l’repulsion I.ahorator-y  under- NASA (kmtract NAS7-9 18.
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